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5 . Instructions for Candidates

Write your Roll No. on the top immediately on receipt

—

of this question paper.
2. All questions carry equal marks.

3. Use of a simple non-programmable calculator is .
allowed. Statistical tables are attached for your

reference.

4, All intermediate calculations should be rounded 6ff to

4 decimal places.
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5. The values provided in statistical tables should not be
rounded off. :

6. All relevant tables are attached to the paper All final
calculations should be rounded off to two decimal
places.

7. Question 1 is compulsory, and attempt any four
questions from the remaining six questions.
‘Answers may be written either in English or Hindi;
but the same medium should be used throughout the
paper. :
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State whether the following statements are True or

False. Give reasons/justifications for your answer.

(i) In sm‘lple linear regression models, r* value is

invariant to changes in the unit of measurcment

(i) In a multiple regression model Y, = B+ BZXZi :

+ B Xy Ty, testing a joint restriction H: B, =

B, = 0 is the same as testing for H;: B, = 0 and
Hy: s =0

P.1.0.
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(iii) In the presence of heteroscedasticity, the usual
OLS method always overestimates the standard

~errors of estimators.

(iv) In a bivariate regression, the F-statistic is equal

to the t-statistic for the élope coefficient.

(v) Consider the following multiple linear regression
model : Y, = B, + By + X, + u,. Assume
that the 95% confidence interval for P, :is

- [-0.254, 0.878]. Therefore, B, is statistically

different from 1 at a 5% significance level.

(vi) A sample correlation coefficient of 0.95 between
two independent variables, both included in the
regression model, causes OLS estimators to be

biased.

A researcher obtained the following ordinary least
squares (OLS) estimates for a firm’s stock price

using monthly data from 2000 M1 to 2009 M12 (all
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(i) @ @ fF dew ¥ vE I W A & W I
FERE (re-estimated) frar ser 2, Wt A = Y
3R oW A e 31 M Ry e i R

‘ w fam #ifa .

Regression II: ¥, = 98125 — 8975 N; + 0.360 P; + 1.301 I; + 58.07 4;
se=  (265) (2082) (0.074)  (0.550) (95.21)
n=33 R*=0623 R?=0.569

T e W Ry W wfeem 11 F RREEw AR
(specification error) & WE 37 ¥ AR & =
o & @ 27 ‘

(i) ot Muwd FRReT wRewT @ & X § & @1 i
o & e g 11 R A w@m (rerun) #
favta d@m 2 3k R? @Y 0785 & &7 A W FA B,
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variables in logarithms). The follolwing regression was

obtained:

Ins, = 0.87 — 0.54Inpt + 0.65Inyt + 0.34Inrt —0.32Inmt
se= (0.24) (0.30) 0.12) (024 (1.07)
R2=0.34 RSS=124 F,y;5=1491

s, = stock price, p, = profits, y = output in the

economy, r, = expenditure on research and

development, and m_= expenditure on marketing.
Figures in parentheses are standard errors, and RSS

is the Residual Sum of Squares.

(i) Interpret the partial regression coefficients of
the above regression and test their joinf

significance at a=5%.

(i) Test the hypothesis that the elasticity of stock
price with respect to output is unit elastic versus

it is inelastic. Use a = 1%.

P.T.0.
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(iii) Describe a test to show no significant difference
between the coefficients of expenditure on
research & development and expenditure on

marketing. (6,6,6)

3. (a) An investigator estimated the following demand
function for cars in relation to the price of cars
(X,) and consumer income (X;) using quarterly

data from 2000 to 2019 as

Y; = 14537 — 2.7975X,; — 0.3191X5;
se =(120.06) (0.8122) © (0.4003)
R?=0.9778

(i) Are the partial regression coefficients
statistically significant? Do you think there
could be a problem with the above

regression?
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RegressionI: ¥, = 102192 — 9075 N; + 0.3547P; + 1.288 I
se = (389) (2053) (0.0727)  (0.543)
n=33 R’=0618 RZ=0.579

P.T.0.
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(i) What are the consequences of the
problem detected in part i of the question

above?

(b) Show that the coefficient of defermination, R2, can
: als'o be obtained as the squared correlation between
actual Y values and the Y values estimated from
the regression model, where Y is the dependent

variable. , - (6,6,6)

4. The wage rate per month (in ‘000 Rs.) for 50
employees (25 males and 25 females) was regressed
on education (in years), experience (in years), Age
(in years), and a dummyl variable which takes the

value 1 for males and 0 otherwise.

Wage; = 648 + 132Educ; + 38.0Exper; — 5.83 Age; + 488D;
se= (383) (31.7) (13.0) (7.69) (147)
R*=0.457

P.T.0O.
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(1)

(ii)

8

Do wages of male and female employees

-differ statistically? How will- the estimates

of the regression coefficients change if
another researcher defines a dummy variable,
which takes the value 1 for females and 0

otherwise?

How would you respecify the model to
additionally include the following in the

regression above :
]

(a) The gender-sensitive impact of education
on wages. How will you test the statistical

significance of this sensitivity?

(b) Belief that an increase in age from 25 to
26 years will have more impact on wages
than if the age increased from 50 to 517
What sign do you expect for this

- coefficient?
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Wage; = 648 + 132Educ; + 38.0Exper; — 5.83 Age; + 488D,
se=  (383) (31.7) (13.0) (7.69) (147)
R?*=0.457

P.3:0D.
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(i) INed weee & fen afeweE Tl @ e | $ (iii) Suppose the researcher hypothesizes that the
A IR o =5% W I Ggad Ao 6 TAET o original model is bound to suffer from
HRn ok " heteroscedasticity and conducts White’s Test

(with squares and cross products). The value of

(ii) ¥ TRFEA HT Qe i 6 e & dau ¥ i the test statistic turns out to be 23.789. Would

e ed H AW THE AR (unit elastic) T you conclude that the researcher’s claim is correct?

Feger (inelastic) 31 o= 1% @& IwW@AT FHioR :
: Suppose it is postulated that of of = a%/(exper;) ,

(iii) SFgEa™ SR fRFE W 3R R ) = @ ‘{[UITEI?I how is the problem of heteroscedasticity
@ 9 I FEwEq AR AE 2w o B IGEED corrected? (6,6,6)
TR T U Fifod | ' :
5. To decide the best family restaurants in the city, a
3 (@) fed FvE ¥ af 2000 ¥ 2019 qF B FAE FHFA regression model is used to explain the 'gross‘ sales
. L F (X,) Gﬂt ik volume of various restaurants as a function of different
@ (X,) & gdu ¥ =R & o Fefolaa @i wem

descriptors of the location of that restaurant. He

considers the following regression (original) :

T FTAA T :
& Regression I: §; = 102192 — 9075 N; + 0.3547P; + 1.288 ],
§, = 14537 — 27975K, — 031915, o= (389)  (03) (0.0727)  (0543)
se=(120.06) (0.8122) (0.4003) n=33 R*=0618 RZ=0579
R?=0.9778

P.7.0.
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where Y = gross sales volume, N = the number of - - (vi) @ T o0, I wiveee e § wfe, @ 900,95
competitive restaurants nearby, P = the pc;pulation T T A G E OLS Sy aﬁ'm
nearby, and I = the average household income nearby.
‘ T B
(i) Suppose the model is re-estimated by adding

another variable A, where A = the last two digits

2. U& sEEd ¥ 2000 M1 & 2009 M12 9% & Wit 2T
(T W AEORE K) B I Th G B R €E oA

of the restaurant’s address. Consider the

modified regression given below :

& fow fefofes wure =maw @t (OLS) 3= wre

Regression I1: ¥; = 98125 — 8975 N, + 0.360 P, + 1.301 [, + 58.07 4, farg FA=foiRaa wfeemm we féear wman
se=  (265)  (2082) (0.074)  (0.550) (95.21) ‘
n=33 R*=0623 R?=0.569

Do you suspect a specification error in "~ Ins; =0.87 — 0.54Inpt + 0.65 Inyt + 0.34In7t — 0.32 Inmt
Regression II above? What could be the se= (0.24) (0.30) (0.12) (0.24) (1.07)

consequences of such an error? :
R?=0.34 RSS=1.24 F,,;5=1491

(i) Carry out the Ramsey RESET test to check for

the likelihood of specification error in Regression

. . , = WiE WEE = = sfqaen ¥ IewE,
IT if the researcher decides to rerun Regression % » By o

| = | few w wm, 3k m = Ao w =g
IT with squares and cubes of ¥; as additional e PORERN TN M,

regressors and obtains R? as 0.785. Use a 10% ?1 #rew ¥ fov e s weew Ffedr F war RSS @ @
level of significance. State your conclusion safiee anr 2
clearly.

P.T.O.
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(ii)

(iii)

(iv)

v)

14
vt Wi Aied YV, = B, + B,X,, + B,X,, + u,
#, wged Wy (restriction) Hy: B, = B, = 0 &0
TQET HEAT Hy: B, = 0 3R H,: B, = 0 = q@eror
FH D T B

Toden R RA (heteroscedasticity) &t IuRufy ¥,
e OLS fftr sdan sl &t wme JRedt =Y
s i

ot fB=r wfosee (bivariate re.gression) %, ae

s ® o F-aRme - @ o o
2l

ﬁﬂﬁlﬁamwmiﬁmwﬁwaﬁﬁ&
Y, =B, + B,Xy + B Xy, + u, AW AR B,
Ll ﬁ‘m 95% famam 3fw0e (confidence interval)
[-0.254, 0.878] #1 g&fow, B, 5% WEeT &R W 1

A wilisig &7 B &)

6124 - 13

(iii) 'Supp.ose average household income (I) is not

il méasured correctly. What are the consequences?
Now, if the gross sales volume (Y) is incorrectly
measured, then what are the consequences?

(6,6,6)

Following Engel curve was estimated for people of
the ABC state, where Y denotes expenditure on a
commodity and X the total income. The relationship

was estimated from 1990-2022.

1
=28—6—
;=28 X,

se=(1.1) (0.02)
R*=0.8248 'd=0.7243

(i) Interpret the intercept coefficient of the model.
What is the critical or threshold level of income

and the satiety level of consumption?

(ii) If the errors obtained in the above regression
- follow a higher-order autoregressive process,
then describe a test to check for first-order serial

correlation. Give the steps of the test in detail.

P.T.O.
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; d (i) Establish a 95 percent confidence interval
iii) In a regression model ¥, = B, + f, —+ u,, what A IR
(i) ¥ : t=h ﬁer : for the slope coefficient. Would you reject

would be the possible remedy to the problem of . - the hypothesis that the true slope coefficient is

serial correlation if p is known? . B6.6) : 09
7. To find out if there is any relationship between (iii) Obtain the mean forecast value of salary if per-
teachers’ salary and per-student expenditure in public ' student spending is Rs. 20. Also, establish a 95
schools, the following model was suggested : percent confidence interval for the true predicted

; : mean values of salary for the given spending
Y, =B, + B,X; + u, where Y stands for teacher’s

L figure.
salary (in Rs.) and X stands for per student

.ex'penditure (in Rs.). The following data is available

‘ . | PeRRE w w F W T S I @ um A
¥ =3.09 X=9 JXyx=-151 Frr / S afwe

TRf=dte Yer=227" 'n=1
: (i) & W@a 9 (simple linear regression) #igel

(where x and y are given in deviation form) e ¥, 2 AT WY A HE A deeE B uE FRadaa
(i) Obtain the estimates of the parameters and their (usprinnt) o

standard errors.

PT.0



