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Instru for candida

1. Write your Roll No. on the top immediately on receipt of this question paper.
2. Anempt any six questions.

3 . Part of the questions to be attempted together.

Ql. (i) State and prove Chebyshev's inequality. (7)

(ii) Two digits are selected at random from the digits 1 through 9. If the sum is odd, fiad
the probability that both digits are odd. (4)

(iii) What is the difference between pairwise aad mutually independent events. Explain
with help of an example. (4)

Q2. (i) Define and prove Bayes Theorem (s)

(ii) An um contains a Blue ald B Green balls. A second um contains d Blue and / Green
balls. One ball is transferred from fust urn to the second and then one ball is drawn. Find the
probability that it's a Blue ball. (5)

(iii) The probability of employees M1,M2,ctnd M3 lss6ming Senior Manager is $/9),
(2/9), (l/3) respectively. The probabilities that bonus scheme v/ill be introduced if
Mr,M2, cutd M3 becomes senior manager are (3 /10), (2/ 4), (4/5) respectively. If the bonus

is introduced what is probability that the senior manager appointed was M2.

(s)

Q3. (i) Calculate EIX) and EIXZD - {E[Xl]z tor a Poisson distribution wittr parameter tr.

(8)

(ii) A box contains three different types of torches. The probability that type-l gives hundred

hours of usage is 0.70, while for type-2 and type-3 it is 0.40 and 0.30 rospectively. lf 20% of
the torches in the box arc of type-l, 30%:o xe of type-Z, and 50Yo are of t)?re-3, then find the

following:

1 . Probability that randomly chosen torch gives more than 1 00 hours of usage.

2. lt he torch lasts over 100 hours, what is the conditional probability that it was of

tpe-2.
(7)

Q4. (i) Determine the mean and variance of exponential distribution with parameter tr (7)
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(ii) Suppose that the chance of rain tomorrow depends on previous \\'eather conditions onl)

ttlIoogh*t,"tt,",ornotitisrainingtodayandnotonpastweatherconditions.Ifitrainstoday,
ttren it wi1 rain tomonow with piobability A - 0.70; and if it does not rain today, then it

willraintomorrowwithprobabilityB=0'40.Theweatherisconsideredtobeatwostate
Markov chain, calculate Ae probability that it will rain four days from today given that it is

raining todaY.

(8)

Q5.(i)IllustratethemsteptransitionprobabilitiesofaMarkovchair:usingChapman.
KoLnogorov equation. 0)

(ii) If x is uniformly distributed with mean unity and variance 4/3. Determine P(x < 0)'(8)

Q6. (i) The joint distribution of X and Y is given as follows:

p(x,y) = # r* = !,2,3 andY = L,2

Then fintl the marginal distribution of raadom variables X and Y. Also, find the conditional

distribution of Y given X = 3. Q)

(ii) If X and Y are two independent random variables arld Z = X * Y is the surn of these

random variables, then determine probability density function of [Z]' (8)

Q7. (i) The joint density function of random variable X and Y is given as follows:

; 0<x<1,0<Y<1', x+Y<1'
0 ; elsewhere
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Find the following:

(i) Value of k

(ii) Mmginal density firnction of X and Y

(iii) determine whether X andY me independent

(iv)P(x+ r<1)

(ii) (i) What is the difference between covariance and correlation?

(ii) Prove the following:

(i) Cou(X, a) -0. ; where X is a random variable and a is constant

(7)

(3)

(ii\ cov(x+Y, z)=cov(x' z)+cov(Y' z
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