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7. (a) If {X,} be a sequence of random variables and

Y _s"-E(s");S" =X, +X2+...+x,'
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l. Write your Roll No. on the top immediately on receipt

of this question paper.

Attempt Six questions in all by
questions from each section.
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then lim rf-{:), -- [r+v",J
-+ 0 is the necessary and

sufficient condition for WLLN to hold good

(b) Let x,, x2,..., x" are independent observations from
o2

)

L
N(0,1) and o(z)= I

,l 2n

2 d0. Show that

E(Min(lx,l, lxrl,..., lx"l) : 2" dz

(a) Discuss the test of significance for the difference

of means (p,-pJ of two different populations

when large samples from each population are

available. Also obtain 100(l -o)% confidence

interval for the difference of means.
3. All questions/parts carry equal marks.

Section - A

(t-o(z))"I
0

8

2

JAN cotr€'

ew Delhi

)
v

) * *

l. (a) Derive Brandt and Snedecor formula for computing

Chi-square test statistics from observations

available in the form of contingency table of size

2xk.

(1000) P.T.O.

(b) Explain the term standard error of sampling

distribution. Show that in a sequence of n

independent Bernoulli trials with constant
probability 0 of success, the standard error of

/o(r - o)
proportional of successes t. {-.
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(b) Let X,, X2,..., X" be a random sample from

N(p, o2) with sample mean ( y ) and sample

variance * =*t (x,-X)'. Let Xo*, be

another observation from the same population and

independent of X,, Xr,...,Xo. Obtain sampling

distribution o1 1a, = 
x"-' -X .[.S Yn+l

(a) Define F-statistics and derive formula for its
probability density function.

(b) If X - F(m,n) then, show that

,= (Th)I _Bfrlt)
1+(m/n)x \2'2)'
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)
Deduce variance of X from the variance of Y.

(a) Let X,, X2,..., X, be a n i.i.d Poisson variates
with parameter 1,. Use CLT and function(a) For a Chi-Square distribution with n degree of

freedom, establish the following recurrence relation

between the moments: lt,q : 2r (fr, + n F,_r),
r 2 1. Hence, find p.; r: 1,2,3,4.
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(b) Let X - Xf.y and if p* = P(X ( x) then, show that

S 160) , where
n = 75.

(b) Show lim

d0 to estimate P( 120 < S.

I + Xz + ... + X.; I:2 andx

.) Let X,, Xr,...,X, be n independent observations

n 1

l-Px 2

) 6(a) For t - distribution with n = 4 degree of freedom,

show that P(t>zt=f -5f-'---' 2 16

(b) Let X follows t - distribution with n degree of

freedom, then, show that Y =-- 
n 

- follows Beta
n+X'

distribution.

from exponential distribution with mean p
and having Range = X(n)-X.). Then, show that

_l I Il+-+_+-_--+-2 3 n-l pE (Range) :

(b) Prove that convergence in mean square implies

convergerice in probability.

P.T.O.
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