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(b) A paint manufacturer wants to determine the
average drying time of new interior wall paint. If
for l2 test areas of equal size he obtained a mean

drying time of 66.3 minutes and a standard
deviation of 8.4 minutes, construct a 95olo

confidence interval for the population mean lr.

(Given that zo.orr: 1.96, t0.02s., : 2.201.) (9,6)

(a) Explain the following terms :

(i) Statistical hypothesis,

(ii) MP critical region, and

(iii) UMP critical region.

(b) In a Bernoulli distribution with parameter p,

Ho:p: % against Hr:p = % is rejected, if more

than 4 heads are obtained out of 6 throws of a

coin. Find the probabilities of type I and type II
errors and the power of the test. (6,9)

Write short notes on any three:

(i) Confidence interval for large samples

(ii) Method of minimum variance

(iii) Method of least square

(iv) Neymann-Pearson Lemma ( l5)
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Section I

(a) Define unbiasedness and consistency of the

estimators. Give an example of an estimator: (i)

which is consistent but not unbiased, and (ii) which

is unbiased but not consistent.

(b) Let X,, X, X, be independent variables such that

each X,, has mean p and variance 02. If Tl, T2

and T, are the estimators used to estimat€ p, verify

whether (i) Tr = Xr + X2 - X3, (ii) T2: (Xr + X2

+ Xr)/3, and (iii) T3 : (2xr - xz + Xt)12 are

unbiased estimators for p. Which one of these

estimators is more efficient? Find efficiency of
other estimators. (6,9)

State the Cramer-Rao inequality for the variance of
an unbiased estimator clearly mentioning the underlying

regularity conditions. Further stating the condition for

the equality sign in the Cramer-Rao inequality to hold,

obtain its form. Verify that there exists an MVB

estimator for the parameter 0 of the distribution

f @,q = #,, = 0,7,2,....

and hence, obtain the value of MVB estimator.

(a) Explain the sufficient statistic
factorization theorem on sufficiency.

(15)

State the

(b) Define completeness of a statistic. Let Xl, Xr, ..,

Xn be a random sample of size nfroma Bernoulli

distribution

f(x,e) = 0-(t - 6;t*, x = 0, l.
Show that T = XXi is a complete sufficient statistic

for o' (5,10)

Write short notes on anY three:

(i) Invariance property of a consistent estimator

(iD MVU estimator

(iii) Rao-Blackwell Theorem

(iv) Lehmann-scheffe Theorem ( 15)

Section II

(a) Describe the method of maximum likelihood

estimation. Obtain the MLE for the parameter e

in a random sample of size n from the Uniform

population U(0, 0).

(b) State optimum properties of maximum likelihood

estimators. (9,6)

(a) Critically examine how interval estimation differs

from point estimation. Obtain the 95% confidence

interval for the variance o2 of normal population

with mean p and variance o2.
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