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SECTION A

(a) Define consistency of an estimator. Let X1,X2,...,X,

be a random sample from a distribution with p.d.f.

(d) Lehman-S cheffe's theorem (12Y,)

2

1

I:I
f(x,O)=)e0', x>0, e >0. Examine whether the

a
following estimators are consistent for 0.

(6oo) P.T.O.

Instructions for Candidates
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(i) rr =X

(ii) ilr,r

(b) Let X be distributed in poisson form with parameter

0. Show that the only unbiased estimator of
e-(k+r)o is 1= (_K)x so that

T(x)>0ifxiseven

T(x)<0ifxisodd.

Comment on the result. (6k+6)

(a) Define MVU estimator and efficiency of an
estimator. Let To be a minimum variance unbiased
estimator and T, be an unbiased estimator of
y(0) with efficiency er. If p, is the correlation

coefficient between To and T,. Show that

(b) State and prove Cramer-Rao inequality. Explain
its significance. 6%+6)

17s4

9 (a) Discuss the method of construction of likelihood
ratio test. Consider n Bemoull trials with
probability of success p for each trial. Derive the
likelihood ratio test for testing Ho: p = p0 against

Hr: P > Po.

(b) Let X have a p.d.f. of the form:

7

2

"f@,e) o;x>0,0>0
e

To test H0: 0:2 against H,: 0 = 1, use a random

sample X, and X2 of size 2 and define a critical
region C = {(x,,xr):9.5 ( x, +xr}. Find (i)
significance level of the test (ii) probability of
type II error and (iii) power of the tesr.

(6t/z+61

10. Describe any three of the following

(a) Factorisation theorem

(b) Method of minimum Chi-square

r:-v"0Pe

P.T.O.

(c) Optimum properties of ML estimators
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J

8 (a) Let X'X2,...,X, be a random sample from a

N(p, o2) distribution, p is known. Obtain UMPCR

of size ct for testing (i) Ho: o2 = o2o against

H,: o2 > o'?o (ii) Ho: o2 = o2o against H,: o2 < o2o.

Also show that there does not exist a UMPCR of

size c for testing H0: o2 = o2o against H, : o2 * ofr.

(b) Let X,X2,...,Xn be a random sample from a discrete

distribution with p.m.f. f(x). According to Ho,

(a) Describe the method of moments. For the double

Poisson distribution

3

p(r)=Ptx =i=:le'r\,e'm2
x! xl ; x= 0,1,2,...

f(*) =

and according to H,,

lrr,=0.r,r,...
0 otherwise

f(x) =

Obtain the critical region of the MP test of level

cr for Ho against Hr. rch+6)

m)r!. frt- frt - 1rr,f *t "r" 
i,atd d, are the first two

sample moments about origin of X.

(b) Let X,X2,...,X" be a random sample from a

distribution having p.d.f.

f(x, e) = (0 + 1)x0; 0<x<1,0>O.FindtheML
estimator of 0. Also find sufficient estimato: of 0.

(6tA+6)

(a) Let X,,Xr,...,X" be a random sample from a

distribution having p.d.f.

f{x,el=}tO<x<0,0>O. Show that the largest

order statistic X,n, is complete sufficient statistic.

Hence, find MVU estimator of 0.

[fio '=0,',',
[o otherwise

P.T.O.

Show that the estimates for m, and m, by the

method of moments are
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(b) Define MVB estimator. Examine whether there
exists an MVB estimator for the parameter 0

based on a random sample of size n from a Cauchy

distribution having

p.d.t. f (x,0) =
2f I + (x- d)'?

;-@<.r<@. Also obtain

the value of C-R lower bound. (6%+6)

(b) Illustrate with the help of an example :

(i) . ML estimator may not always exist

(ii) ML estimator may not be unbiased

(6tA+6)

SECTION B

(a) Let X be a Poisson distribution variate and the
prior distribution of its parameter 1, be Gamma

distribution with p.d. f.

se) =t:!:4;A > o,a > o, B > o. Find the

posterior distribution of 1,. Also find the mean of
the posterior distribution of i.

(b) What are simple and composite hypotheses? Define
most powerful test, uniformly most powerful test

and unbiased critical region. State the theorem

used to determine the most powerful critical region
for testing a simple null hypothesis against a simple
alternative hypothesis. (6yr+6)

(a) Obtain 100(l -a)% confidence limits (for large
samples) based on a random sample of size n for
the parameter ), of the poisson distribution:

o-1 l,
f (x,)') =:-:;-;x = 0,1,2,...

(b) Define pivotal quantity method. Let X,,Xr,...,X" be

a random sample from a distribution having p.d.f.
f(x,0) = 

"-tx-e); 
0 ( x ( co, -co < 0 < o. Show

1

6

=l-a.

P.T,O.

that P X\t) ' n
loga <0 < Xu,

5

5. (a) What do you mean by B lackwellisation process?

State and prove Rao-Blackwell theorem.


