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(d) Find an approximate value of the integral

& 1
I=£1+x2dx

Using (i) Simpson’s rule, (ii) Composite Simpson’s

rule for n=6.

Also calculate the error in each case.

(a) Approximate the value of n/4 by using Simpson’s

1/3% rule.

(b) Apply Euler’s method to approximate the solution
of the Initial value Problem (IVP)
dy 3y ;
_=2+_’ <x< - : - 3
i n 1 =x 6, y(1)=1, using 5 steps
(¢) Apply Modified Euler’s method to approximate the
solution of the IVP and calculate y(0.3) by using
h=0.1
dy - '
< =T+xy, 0<x<1, y(0)=2. )
e XY, x<1, y(0)=2
(d) Use the Midpoint method to approximate the
solution of
Y gk +'3y, y(0) = 0
= = 4y, y(0)=
with h=0.1. Determine y(0.2) and y(0.3).
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Instructions for Candidates

1. Write your Roll No. on the top immediately on receipt
of this question paper.

2. Attempt any two parts from each question.

3.  All questions are compulsory and carry equal
marks.

1. (a) Find the interval in which the smallest positive
root of the equation x* — x — 4 = 0 lies. Perform
three iterations of the bisection method to determine

the root of this equation.
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(b) Perform three iterations of the secant method to

=f(xi+h)—f(xf—h)

f(x0)

find a root of the equation xe* = cos x by taking 2h ’
p() = 05 p] = 1‘ :
ey - L +R) = 2f(x) + f(x; — h)
fx) = P
(c) Perform four iterations of the Newton-Raphson’s
. I X 2 2.3 2.6
method to obtain the approximate value of (17)? y=f(x)| 0.6932 | 0.7885 | 09556

starting with the initial approximation Xp= 2

(d) Define Floating-point representation, Truncation

: -1 1 | [ 3 4 | s 7
n r . = - :
error, and Global error with examples =7 - - D 55 | 65 St

Find '(3) by Richardson Extrapolation with h = 4,

2. fi d f f it i ; 5 . :
(a) Define the order o convergence of an iterative h=2and h =1 using the following approximate

method. Determine the order of convergence of T

the Regula-Falsi method.

ooy fCg+h) = f(x;—h)
f'(x) = 2h

(b) Perform three iterations of the bisection method
to find the smallest positive root of the equation

- i (¢) Find an approximate value of the integral
X’ —4x - 9 =0,

1
. 1
(c) Perform three iterations of the method of false ' =f 1+ dx
0 x

position, to find the fourth root of 32. . r _
Using: (i).Trapezoidal Rule, (ii) Composite

(d) Perform three iterations of the Newton Raphson Trapezoidal rule for n = 4.
method to find the root of f(x) = x sin x + cos x = 0, Also calculate the error in each case.
assuming that the root is near x = 7.
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3 (a) Generate the forward difference table for the data

x_ [0 Jo2 To4 Jo6 log
fix) D12 D46 1074 (09 |12 |

Hence interpolate the values of f{0.1) by using

Gregory Newton forward differences Interpolation
formulae.

(b) Define the average difference operator and the
24
central difference operator. Prove that #=(l+67)2.
(c) Given the following system of equations
X, +x, +x,=1

4%y + 3.‘(2 - %

6

3x, + Sx, + 3x, = 4

Perform three iterations of the Gauss-Jacobj
method starting with X(© = (L)

(d) Find the unique polynomial of degree 3 or less
such that f(0) = =1, f(1) =0, f(2) = 15, f(3) = 80

using the Newton interpolation, Interpolate at
X7 5,

(a) Perform three iterations of the Gauss-Seidel
method starting with X0 =

(1,1,0) to solve the
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1943 +
following system of equations:
M, + X, + 4%, = 3]
x, + 10x, — 5x, = =23

3x, — 2x, + 10x, = 38,

(b) Solve the following system using the Gauss-Jordan
method.
xtyt+tz=7

16

Il

x + 2y + 3z

x + 3y + 4z = 22.

(c) Calculate the second order divided difference of

1
— based on the points X;, X,, X,.

(d) Determine the Lagrange form of the interpolating
polynomials for the following data set ‘

—1r—

Hence estimate the value of f(1.5).

-1

x
y=f(x) |5

5. (a) For the following data, find (2.3) and f7(2.3) by

using Central difference formulas



