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4. (a) Let xt and ;r, be the numbgr of units possessing an

attribute in random samples of sizes n, and z,

respectively drawn fiom two populations. Proportions

(unknown) possessing the attribule in the two J

populalions are P, and P2. lf P -

derive a test of significance of difference between

Pt and P2.

Discuss type I and type II errors with examples. Also

explain critical region and level of significance with an

i I lustration. 6,6

Section lI

Let xp x2, ....., xn be independent observations fiom

a normal population with mean p and variance o2. Let

t and s2 be the sample mean and sum of squares

of the deviations from the mean resPectively. Let r be

one more obseryation independent of previous ones.
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Question No. I is compulsory.

Attempt sir questions in all by selecting

at least Juro questions from each section.

Attempt any fwe pms :

(a) Examine if WLLN holds for the sequence (Sr), where

S, = xr + x2 * Xl + X, {Xr} are independent

and identically distributed random variables with mean

p and finite variance.
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has a student's 1 distribution with (r - l) d.f.
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Show that the sample variance s2 is a biased estimator

of the population variance d.

(c) Let X - B (r, p). Using Chebychev's inequality, find (

an upper bound on P( X > on) where p < o, < l.

Evaluate the bound for p = h, ct = '/,-

@ State and proye the additive property of chi square

distribution.

(e) Let XI and X, be a random sample of size 2 from

N(0, 1). Find the distribution of :

(l) (xr x)t J,

(rD (xr + x)2/(xz - x)2. (

(l Define convergence with probability one and

convergence in distribulion.

k) Consider a random sample of size n from a population

with pdf lx), where fr) is symmetric at , = p. Show

that 4(p + x) = f,-*t (p - x), where l.(x) is the p.d.f

of the rth order statistic. 5x3=15
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(6) S€ction I

rth order statistic. t,et Xl, X2, x,
I z (a) Find the pdf of

are i.i.d variates with distribution function given by :

F(r) : xq, i : 1, 2, ..... n, 0 <x < l, o > 0

Show that, Xt,y'Xt y (, = 1,2, 3 ..., n-l) and Xlry

are independently distributed

(b) State and prove Lindeberg-Levy central limit theorem

for i.i.d. random variables.

3. (a) State Chebychev's lnequality and explain its significance.

,l
l<x)= rT3, -J3.,. Jr

:,
Find the actual probability P[X-pl>(3/2)o] and

compare with the upper bound obtained by Chebychev's

inequality.

(r) If X, can have only two values rq and -8, with equal

probabilities, show that the weak law of large numbers

can be applied to the independent random variables

Xr, Xz, ......, if a < %. 63
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Let X haYe a pdf :
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(b) Show that the chi square test involving two sample

proportions is equivalent to a large sample significance

test of difference in proportions.

(a) If X, and X, are independently distributed, €ach as

chi square variate with 2 degrees of freedom, find the

p.d.f.orY=(xr-X)/2

(6) Define the F statistic. Prove that if n, = n2, the median

of F distribution is at F = I and the quartiles Ql and

. Q3 satisfy the condition Q1Q3: l. 66

(a) Obtain mean deviation about mean for /-disribution with

n d.f.

(b) Show that mean of the F(r,1, ar) distribution is

independent of ,r l.

(c) If X is a chi-square variate with r d.f., then prove that

for hrge z, .,Ex - t<.,Er, rl. 4AA

6,6
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8. (q) Let X1, X2, .... X, be a random sample ftom a normal

population with mean p and variance o2. Then, show

that x are independently^o

. (r) Define Fisher's .r-statistic. Compare the graph of the

,-disribulion with that of the standard normal

distribution. &4
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distributed. Also find the distribution of


