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(c) Find the cumulative distriburion function forth€ following
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In all there are srx questions.

Question No. I is compulsory and it contains seve, parls of 3
marks each, out of which any five parts are to be att€mpted.

In Question Nos. 2 to 6, attempt any rwo parts from three parts.

Each part carries 6 marks.

Use of scientific calculator is allowed.

I (, If C,, C, and Cl are events in C. then prove that

- pt2 pz>pt

whdre p, = p(Cr) + p(C2) + p(C3),

p2= p(C, 
^ C2) + p(C2 

^ Ca) + p(Cr n C:), and

p3= P(Cl n C, n Cr).

PT.O.

.[(x) =

Also find the median. ( '

(a) Let X have the mgf

M(t) = er2rz'--'' '*
Find E(X2r) and E(X2r-r), for k = t,2, 3, ...

(b) Show by stating all the conditions that the Binomial

distribution can be approximated to the poisson

distribution.

(c) Let X have the exponential pdf, J(x) = 0-r exp {-xlo}.

0 < x < 
"o, zero elsewhere. Find the moment generating

flmction of X, and hence, the mean, and tlre variance of {

(, l.et Xr and X2 have th€ joint pdf

. fvu x2): llxrzx, if 0 < x, < r, < I

= 0 elsewhere

Find the marginal pdf of X, and X2 and compute

P(X,+Xr51;.
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0<x<l
2<x<4

elsewhere

(
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(

4.
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(r, Given the cumulative distribution funcrion

F(r) = 0 ifr < - I

=(x+2y4,if-l<x<l,and

= I if I S.r,

Compute

0) P(- U2 <X < t/2):

(', P(x = l).

(iir) Let pmfp(x) be positive at.r = -1, O, I and zero elsewhere.

If p(0) = I
4

, find E(X2)

(rv) Ifthe random variable X has a binomial distribution with

the parameters r and 0, then compute the variance, o2,

of X. (

(v) Let F(r, ),) be the distribution function of X and Y. For

all real constants a < b, c < 4 show that

P(a < X < b, c < Y I 4 = F(b, d) - F(b, c)

(3)

clxl

xl

0,

,0<x, <rr,0<x, <l

elsewhere

be the conditional pdf of Xr given X, = x,
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(vr) L"t f:;t'') =l

Also lgt l(x) =

be the marginal pdf of Xr.

Determine C, & C, and hence the joint pdf of X, and Xr.

Prove that Pi,;^ = l1=oP:rPi.j, for all z, n and all i, j.

Let {C,} be a decreasing sequence of events, then show

that

lim,* P(Q,) = P(lim,-+. C,) = P(nt, c, )

ln a lot of 50 light bulbs, there are 2 bad bulbs. An inspecror

examines five bulbs, which are selected at random and

without replacement.

(i) Find the probabiliry of at least one defective bulb

among the five.

(ri) How many bulbs should be examined so that the

probability of finding at leasr one bad bulb exceeds

U22

P.T.O.

crxl,o<x"<l
0, elsewhere(

I
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(a)

(b)

(

- F(a, d) + F(q, c)

(

l

I

I
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(rr) Suppose the joint mgf M(rr, ,2), exists for the random

variables X, and Xr. Then show that X' and X, are

independent if and only if M(rr, ,2) = M(,,. 0) M(0, t.,):

that is, the joint mgf is identically equal to the product

of the marginal mgfs.

0ir) Let Xt, X2 be two random variables with joint

I
p(x, x) = -2!ii! for I ( ,, . -, r' = l, 2, where rr and

.r2 are intege$, zero elsewhere. Determine the joint mgf

' ofX,, X, and show that Xt and X, are independent mndom

variables.

(0 Let XP X2 be two random variables with joint pdf

11x.t, x)= 4r,xr, if 0 < xr ( l, 0 < x, < l,

= 0 elsewhere

(a) ts E(X,, X2) : E(xr) E(x2) ?

tb) Find E(3X, - 2X,1 t 6)1,Xr1.

(O Suppose (X, Y) have ajoint distribution with the variances

of X and Y finite and positive. Denote the means and

variances of X and Y by pl, ;r, and o12, or2 respectively,

and iet p be the correlation coefficient between X and

Y. If E(Y I X = x) is linear in r, then

E(Y X=x)=F2+p9 (r-t,).01 
P.T.o.
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(rir) Let the random Yariables X and Y have the joint density

function

"fl*, y) t, if -r.Y<x.0<x< I

'0. elsewhere

Show that, on the set of positive probability density,

the graph of E(Y I x) is a straight line, whereas that of

E(X ly) is not a straight line.

(a) (r) If X is a random variable with mean p and

variance o2, then prove that for any ,t > 0

P{l x-pl>t}<='
(rr) Find the smallest value oi,t in above inequality

for which the probability that a random variable will

take a value between (p - to) and (p + to) is at

Ieast 0.99.

(b) State the Cenral limit theorem. Let X,, i = l,2, ...' l0

be independent random variables. each having uniformly

distributed over (0, l). Estimate P{xl0x, >7}.

(c) An um always contains 2 balls. Ball colors are red and

blue. At each stage a ball is randomly chosen and then

replaced by a new ball, which with probability 0.8 is the

same color, and with probability 0.2 is the opposite color,

as the ball it replaces. Define an appropriate Markov chain

and if initially both balls are red, find the probability that

the fifth ball selected is red.
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