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;J SecTion |

l.' (a) What is a pararﬁetric function? Derive a necessary and
E sufficient condition for which a parametric function is
} estimable. Con_sider the model E(Y) = 2B1—B2-B3, E(Y3) =
l B2~B4s E(Y3) = B, + B3 24 with usual assumptions. Find
i the condition under which 7,8+ LB+ miBs+ myPy is an
\

estimable function.

| (b) Suppose y; (i =1, 2, ..., n) is a random sample from a

standard normal distribution. Show that 'y, and

Y ~Y)2 are independently distributed. (7,5'%2)

o | BT.O.



2. For a given model Y =X, B, +¢g,, Wwith

E(€)=0.V(e)=0’l and p(X) =r < p. prove that the least

squares estimator of linear parametric estimable function
¢'B is BLUE. Also obtain an unbiased estimator of o’

(12%)
Derive the analysis of covariance for a single factor

experimental design with one covariate. (12%%2)

. (a) Suppose Y ~ N, (0,1) and let

1[ 2 0 —/2
A=§ e
200 Y

Find the distribution of Y'AY, stating the appropriate
theorem to be used and also find the distribution of
Y'DY and Y'Y, where D=1-A . Are Y'AY independent
of YDY o
(b) Suppose the hypothesis of homogeneity of k-treatment
means is rejected in ANOVA testing for one way
classification under fixed ef’f‘ect. model, how would you
proceed to test the hypothesis of equality of two specific

treatment means? (7'4,5)

SecTion 11

(a) For a simple linear regression model Y=Bo+PX+¢,

find the 100(1- @)% confidence interval for the difference

i~ Bo.

(b) Suppose the postulated model is E(Y)=Bo+B1x; but the
true model is E(Y)=B¢+P;x; +B2x2. Show that both f3, and

. 3
B, are biased by an amount that depends on the values of

X’s. (6,62)

. (a) Write the simple linear regression model in matrix

notation. Hence obtain the least squares estimators of the

unknown parameters and their variances.

(b) Suppose that we are fitting a straight line and wish to
make the standard error of the slope as small as possible.
Suppose that the “region of interest” for x is -1 < x < I.

Where should the observations Xy, X, ..., X, be taken?
(7% ,5)

. (a) For the general linear model, set the appropriate

hypothesis for testing the significance of regression and
develop the test for significance of individual regression

coefficients. What do you mean by global test of model
adequacy ?
(b) Consider the simple linear regression model
Y = o + Bix + € with E(e) =0, V() = o7,
€’s are uncorrelated. Shon that:
covb, ﬁ, )= 0
e

BouB ) = -
cov( 0 1) g .5

8. Write a short notes on (Any three ): - P.T.O



