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Question No I of 35 marks is compulsory.

Attempt any f)ar quesrions fronr e. No. 2 to e. No. 7.

l. G, Arrange the following functions in the increasing

order of their rate of growth : n2 log(n). 20. 22d,

nlog(n) 1

(b) Consider a variation of the merge sort algorirhm that

solves a prohlem of size n by dividing it inlo two

subproblems ol sizes 2rl3 and n/3. and then merging

the solutions. Find the recurrence for the running time

of the above algorithm 'and solve it. 4
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(c) A thief wants to steal all the gold dust fiom a store

having W kg of it. The thief had n sacks having

different capacities. Give an efficient algorithm for the ,,.

thief to fill his sacks with dust so that the number of

. sacks used is minimized. 3

(d) Consider an instance of the weighted interval schedr.iling

problem with 6 interYals as specified below :

lnten al number Start time (si) Finish time (q) Weight (vi)

With the help of the above example argue that

the memorized recursive algorithm solvqs lesser number

of subproblems than the corresponding iterative

algorithm. 4
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FindPair (Arr, n, S)

Quicksort (An, l, n)

fori-lton
flag = BinarySearch(Arr. i+1, n, lS-Arr[i] l)
if (llag)

retum I

endif

€ndFor

retum 0

FindPair uses the following algorithms :

Quickson (Amay. First. Last)

BinarySearch (Anay, First, last, element)

Analyze the worst case running time of FindPair. 4

Can a graph G in which edge weights are noi

necessarily distinct, have more than one minimum

spanning trees. (MST). lf yes,. givs an example; if no,

justily. 4

(.") Can a red-black tree have

0) a black node withoul any sibling ? Justitv.

(rD a red node. without any sibling ? Justity. 4

Consider an algorithm A with run time O(n). What is

the condition on A for it to be tBable as the inter-

mediate sort in Radix sort ? Explain. 3

Let G = (V,E) be an undirected path graph with n

nodes. We call a graph a 'parh' if its nodes can be

written as vl, vr, ....... , vn with an edge between
.

v, and v., if and only if rhe numbers i and j differ by

exactly l. With each node v,, we associate a positive

integer weight denoted by w,. A subset of the nodes

is called an independenr set if no rwo of them are jolned

by an edge. Consider the following greedy Elgorithm

tbr finding an inclependent set of maximum total weight

in a path graph :

Srarl with S - empty set

(f,

G)

{} I

(h\

(c) ls Merge sort (r) in place (ii) stable ? Explain. 2
ai

While some node remains in G

P.r.o.
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Pick a node v, of nraxinrum weighl

Add v toS

l)elete v, and its neighbors fiom C

Endwhile

Retum S

Give an examjle to show that the above algorithm does

not always find an optimal solution. 4

(h) Discuss the run time complexity of the nalvb string

matching algorithm.

(, Consider a dhe€ted graph 6 = (V, E). Civen two vertices

s and / in V, mention the name of an algorithm that

can be used to deterrnine if there exists at least

one r-, parh in C. What is rhi running.time of rhe

algorithm ? 3

A Cive an elficient algorithm to find the maximum element

in a min-heap. Give the exact running time of the

algor.ithm. 3

(!

(r)

(c,)

Would you use DFS to find the shortest-path

distanc€ between two nodes in a graph ? Justiry your

answer, 3

Consider an adjacency list representation of a directed

graph wherein an array ol the outgoing edges (and not

the incoming edges) for each verte{ is maintained.

Cive an algorithrn to compute the indegree for each

vertex and discuss the time complexity of the

algorithm. 5

For each oi the following operations does a Red tslack

Tree work faster than a Binary Search Tree ? Elaborate

your answer.

(/) Inseftion

(il) Prcorder traversal. 5

Consider the following algorithm that takes as input an

array of n inregers and an integer S. It finds rvhether

there exist two dlcments in the crray that sum up to

S and returns I on .success and l) on lailure.

P.r'.o.
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4. (a) Consider a stack S that supports the lbllowing

operations:

Push(S, x): push element x onto stack S

Pop(S):pop the top element liom stack S and retum it

Multipop(S, k) : renrove top k elcments of stac( S

Using the aggregale rnethod of anallsis, determine the

amonised cost per operation when a sequence of n

operations is perfornred on un 
"mpty 

stack. 3

(b) For each of the tbllowing sorting algorithms give an

input bf size five for which it shows worst case

behaviour:

(0 Merge sort

( ir) Quick sort.

(c) For the variant of interval scheduling problem tlat

minimizes lateness, eive an instance with two dilierent

optimal solutions, neither of which has any inversions

or idle time. 3
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(a) Cive an example graph having tive nodes that has two

different topological orderings. Also. shorv the

topological orderings. 4

(6) Observe that selection sort and heap sort function in

a similar fashion in the tbllorving sense - in any iteration

. both the sorting techniques find the rnaximum

amongst the elements yet to be'processed ancl place

il appropriatcly. However. lhe) ha\'c different running

times. Give rhe asymptotic time complexity of both

and conrment on rvhat makes their running rimes

dilTerent. 4

(c) Create a Red-black tlee with successive insenions for

the tbllowing sequence of numbers: 10,8,14,12,13. 2

(o) Suppose we are given an instance of the Shortesl

s-t path problem on a directed graph G. We assume

all the edge costs are positive and distinct. Let p be'

(8)

t.

6.

a minimum cost s-t path for this instance. Now suppose
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we rbplace each edge cost cc by.its square, ce2, thereby

crealing a new instance of the problein with the same

graph but different costs. ls it necessary for P to still

be-a minimum cost s-t path for this new instance ?

Explain.

(b) Why is Bucket son c6nsidered to be a non-comparison

4

based soning algorithm (where no comparison of keys

is performed for sorting the lisl) despite the. fact that

insenion son, which is used to son individual buckets,

is comparison based ?

What kind of inputs will lead to (l) best case (ir) worst

case performinge for insenion son algorithm ? Cive.the'

running time for both the cases.. 4

Show that at most 3*floor(n/2) comparisons are sufficient

to find both the minimum and maximum in a given array

.,,

k)

7. (a\

Jof size n:
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(b) Consider the following rccunive algorithm to find an

optimal sblution to the subset sum problem :

.. Compure_opt(i,w)

If.i =0 orw=0then

RenJrn 0

Else

lfw<wrthen:

Return Compute_opt( i- I , w)

else

Retum max(w, + Compute_opt( i- 1. w _ w,). I
Compute opr(i- l,w))

(r) . Explain why does this algorirhfn take exponential 
A

time to run in the worst case.

(r, What changes should be made ro the above

algorithm to make it run in polynomial lime.

(ir, Consider an optimal solution to the above

problem. ls it possible for this solution to contain

a sub-optimal solution to a subproblem ?

Explain 
2+z+3
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