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8.(a) Obtain harmonic mean for beta distribution of second '

kind.

(b) IfX -Bin (,,, p), find mode ofthe distriburion. (6,6)
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Attempt sk questions in all, including Q. No. 1 which is

compulsory. Simple calculator can be used.

l.(a) A random variable X has the following probability

function:

-2 -l 0 1 ) 3

P(X:x) 0.t k 0.2 3k 2k 0.3

Find ,t, P(x<2), and P(-2<r<2)

(b) Let X denote the number of successes preceding the

first failure. Find E(X).

(c) State whether the following statement is true or false:

Mean of binomial distribution is 2 and variance is 6.

Justifu your answer. p. T. O.
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(d) Find the rth moment about origin for beta distribution
o1' first kind

(e) A Poisson variate X is such that P(X=2):9pfi= ) +
90P(X=6). Find its nrean and variance. (3,3,3.3,3)

2.(a) Let X be a random variable rvith probability dcnsirl.
function ./(*) = ta2(l-r3), 0<x<1, where & is a
collstanl. Find the value of/t, mean and variance ofX. (

(b) lf X is a binomial variate with parameters n and p,
show that:

Itt.+t = pQlnrp.-, * fuorl : r=1.2,3... (6.6)

3.(a) Let X and Y be two random variables with the
following joint probability mass function:

J
4.(.a) lf X and Y are independent poisson variates. show

thar the conditionai distribution ol X givcn X.r-y, is
binomia!.

(b) Srate and prove Chebyshev's inequality. (6,6)

5.(a) Examine whether the rveak law of large numbers
holds for the sequence {X1) ofindependent ranclom
variables defined as follows:

P(X* : t2k) : )-(2k+t ),P1ar = 0) : 1-2-2*

(b) Defino hypergeomerric distribution. Obtain its nrean
and variance. 6,6)

6.(a) Let rhe random variable X follow N(p, o2;. Find its
m.g.f. and hence deduce that all odd order central
moments vanish and p22 = I .3.5 . .. .(2n_ l) a2,.

(b) Prove that for rle normal distribution, quartile
deviation, mean deviation from mean and standard
oev,atron respectively are approximately in the ratio
l0 : 12 : 15. 6,6)
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(i)Find the variance ol'2X.

(ii)Given that Y=0, whai is the conditional probability
. disrribution of X?

(b) Show that Poisson distr-ibution is a limiting case of
negative binomial distribution. (6,6)

7.(a) If X is a Gamrtra Variate with mean n, find the m.g.f.
of z = ff and show that it approaches exp (t2l2) as r
tends to infinity. Also interpret the result.

(b) Compute m.g.f. . for exponential distribution. Hence,
obtain its mean and variance. (6,6)
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