
6713

Derive the expression for the standard ertor of :

(r) the mean of a random sample of size n.

(il) the difference of the means of lwo independent

random samples of siz.e n, and nr.

P, and P, are the (unknown) proponions of students

wearing glasses in two universities A and B. To compare

P, and Pr, sarnples of size z, and z, are taken from

the two populations and the number of students wearing

glasses is found to be xt and x2. respectiuely. Suggest

an unbiased estimate of Pt - P, and obrain its sampling

distribution when n, and n, are large. Hence explain

how to test the hypothesis H0 : Pt .= P, againlt

Hl : Pt * P2. 6.6

Section B

Obtain mean deviation about mcan of t-distribution with

n t1 f

lf X is a Chi-square variate with n df. then prove that

for large n:
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. Attempt sr.r questions in all by selecting

. at teast rwc, questions from each section.

L ,Attempt any Jivb parts : 5x3=t5

(u) pefine convergence in. distribution and convergence. in

probabiliry and state their relarions.

(h) Discuss type-l and typc-ll errors and level of

significance with examplbs.

(c) Decide whether the central limit theorem holds for the

' sequence of independent random variables X* with

distribulion defined as P(Xr = I kd'l = llZ.
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k0 Show that. the sum of independent Chi-square variates

is also a y2 variate.

(,!) If X - F).-r. then show that :

PIX >.21 = 114.

' (h) lf Xr. X). ........,..., X, are iid mndom variables rvith mean

p, arrd virriance oi (linirc) and S,, = X, + X, +.......

+ X,,, then :

S, - rlp,
lim,, _ Pkr <

, orvx
< bl = o(b) - rr(a), for

--<o<D<*,

.where 
q(.) is lhe distributio[ function of a standard

normal variate. 65

(a) Let {X,,} be a Sequcnce oI nrutually independent random

tariables such that P(X, = t l) -l -3- 
und

P(X,, = 0) = 2-n, Examine whetirer the weak law of

. Iarge numbers can be applied to the sequence {X/?}.

(b) Given a randonr sanrple of size n fiom exponential

distribution:

flrt = ae ',., r > 0, a > 0.

Show that X(,) and Wru = Xlry - X1,y r < s,.are

initependent. Also find the distribution of X1"*r1 - X,",.

6.6

i)

(

Ln Iix--l-' and Y Ir,, ,,,. then show lhat :

P(X ]: a) ' I'(X :: l/4) I tbr all rr

(rr) In a 2'3 contingency table, if N -- .r t -1, +:,

N'=-r' t y' + :' and N = N' then sholv that : .1
J.{

x 5*3

Scction A

(u) lf X is a random variable and E(X2) < -. then prbve

that P( I.r I > rI) : E(X\1q2, for all a > 0. Use

" lx - x')2 (y - y')2 lz - z'l2
x+x' y+y'_ z+z' ^2'

(

Chebychev's inequality io show that forrr > 36 the

probabilit) that in ,? throws of a lhir die, the number . r

of sixes lies betrveen

ta

t lcast 3 I/i6

nrrl-
;-./n xnd -+Vltrt ts
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Gl Shorv that ,-distribution lcnds to nonlral distribution for

large a.

6 (a) For a Chi-squarc distribution with n d.f., prove lhat :

(b)

u . = 2r(Lr + rru .).r)1.

llcncc tiud F. and pr, Also discuss the limitirg lbnrl

of 1! distribution.

ll X ^ F,,,,, distrihtrrion. obtain rhe distribution oI

lrtx when n -r -. Also obtain thc nlode of the

F-distribution. 6.6

4..1,.1

7

8.

(a) Prov€ that if ,tJ = n2, the median of F-distribution is

at F = I and that the quartiles Ql and q, satisry fte

condition Q,Q, = l.

(b) biscuss the ,-test tbr testing the signilicance for the

difference of.tu,o population nrcans. 66

((!) Lct Xr, X2. ........... Xa be a random sarnple from

' N(p, o2)and i and. 5z respeclively be the sample

mean and sanrple variance. h 4, - N(Ir, o2),' ana

, P.T.O.



(6)

assumc that X t, X2. -...-- Xr, X*, are independent.

Obtain the sanrpling distribution of:

r,., - x f-I-
S tz + 1

(1, If X ' trrrt. r2.,, tltcn sl,orv tlrat its nrerm is irrrlependent ^

of n1.

(c) lf X is Poisson variate rvilh parameter l, and 12 is a

Chi-square variate wilh 2K d.f., then prove that for all

positive integers l:

P(X5*-l)=P(X2>2).\.

I
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