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(@) Using rank, find whether the non-homogeneous linear

system Ax = b, where :

9);\ ‘5\ %
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has a solution or not. 6's

(h)  Suppose L : R — R? is a linear transformation with
L1, -1 0D = (2. 1], Lo, V=1 = [-1. 3} and
L([0, 1. O]) = [0. I]. Find L([-1. I, 2]). Also give a
formula for L([x. v, z]). for any [x. v, z] € R3. 4+2%

(¢) Let L : R> > R® be the linear operator given by
L([.\'-. yh) = [2x~ . x o 3y). Find the matrix for L with
respect to the basis {[4. -1]. [-7. 2]} using the method 3
of similarity. 6% (

(¢)  Consider the linear transformation L : P, — R defined

by :

|
L(p(x) = [ p(x) e,

(1]
where P, is the vector space of polynomials of b
degree 2 or less, Show that L is onto but not

one-to-one. ; 6
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Attempt all questions by selecting

any iwo parts from each question.

L. (¢)  If x and y are vectors in R”", then prove that :
() llx+ P =lxIP +llyI? if and only if x.y =0,

~and :
(i) x.»y= :’{(H x4 I = thx -y IP). 343

() Let x and v be non-zero vectors in R”, then prove
that :
fx+ vll=Nxli+Ilxyi

if and only if » = cx. for some ¢ > 0. "6
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Using Gauss-Jordan method. find the complete solution

set for the following system of homogeneous linear

equations 6

4y, —8x,— 2x, = 0
Sxi = 5, — 2%, =0
2.\’| - 8.\': +x;=0.

Find the reduced row echelon form matrix B of the

following matrix : 442

and then give a sequence of row operations that

converts B back to A.

Find the characteristic polynomial and eigenvalues of

the matrix : 442
| -2 3
Amfage it "oy
3 —4 7

Is A diagonalizable ? Justifv.
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Let V be the set R with operations addition and scalar
multiplication for x, ¥, w, = and « in R defined
by :
[x. V] @]w, = .r [x+w-2,v+z+ 3], and
g O[x. v]=lax - 2a + 2. av + 3a - 3].
Prove that V is a vector space over R. Find !he.' Zero
vector in V and the additive inverse of each vector
N 442'
Prove that. the set S = {[3, L
[2. 2, —1]} is linearly independent in R®. Examine
whether $ forms a basis for R? 2 4+2
Find a basis and the dimension f'or: the subspace W
of R defined by : 6
W= {xvzle R:2c=3+:z=0}
Let S = {[1.2]. [0, 1]} and T = {[1. 1], [2, 3]} be two
ordered bases for R2. Let v = [1. 5]. Find the coordinate

vector |v]g and hence find [v]; using the transition matrix

Q¢ from S-basis to T-basis. 343
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where P, is the vector space of polynomials of degree
2 or less. Find a basis for ker(L) and a basis for range(L),
and also verify the dimension theorem. - 442Y

For the subspace W = {x 21 € R} : 3x — y +

4z = 0} of R, find the orthogonal complement W+ and

veirfy that dim(W) + dim(W1) = dim (R3).  4+2%
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Let W be the subspace of R? whose vectors lie in

_ the plane 2x + y + z = 0. Find the minimum distancé

from the point P(-6, 10, 5) to W. _ 6

- Find a least squares solution for the linear system.

Ax = b, where : : 6

Use the similarity method to show that a rotation about
the point (1, —1) through an angle 6 = 90° followed

by a reflection about the line x = 1 is represented by

s

the matrix | | 0 aag 6%
0 0 1

Let L: P, 5 R2 be the linear transformation given

by :
L{p(x)) = [p(1). p"(D],

P.TO.



